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Preclinical Alzheimer’s Cognitive Composite (PACC)

• Theory/literature driven endpoint conceived for preclinical AD
clinical trials (Donohue, et al. 2014)

• Four components covering dimensions of early decline:
1 MMSE (global; orientation to time and place)
2 FCSRT (semantic memory)
3 Logical Memory (episodic memory)
4 Digit Symbol Substitution (executive function)

• PACC is correlated with self-assessment of function
(Amariglio, et al. 2015)

• Primary outcome for A4 (Solanezumab, Eli Lilly) & EARLY
(BACEi, Janssen)

• Similar composites are proposed for other preclinical AD
studies
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https://www.uml.edu/docs/Mini%20Mental%20State%20Exam_tcm18-169319.pdf
https://adcs-a4.iadcs.org/docs/studydocs/worksheets/A4_Visit_01_Screening_Worksheet_Packet_20150924.pdf
https://adcs-a4.iadcs.org/docs/studydocs/worksheets/A4_Visit_01_Screening_Worksheet_Packet_20150924.pdf
https://adcs-a4.iadcs.org/docs/studydocs/worksheets/A4_Visit_01_Screening_Worksheet_Packet_20150924.pdf
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Preclinical Alzheimer’s Cognitive Composite (PACC)

• Criticisms include:
1 MMSE is near ceiling, and should be dropped
2 A data-driven machine learning approach should be used to

select components
3 Weights should be optimized to increase power to detect

treatment effects (or reduce sample size)
• Motivation: Explore out-of-sample performance of

“optimized” versions of PACC
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Standardization & Weighting

Each component change score is standardized relative to baseline
SD, to yield z-scores:

zjt =
(yjt − yj0)

σj0
,

for component j at time t, where σj0 is standard deviation of yj0.

We consider weighted sum composites:

Yt(w) = z1tw1 + z2tw2 + z3tw3 + z4tw4,

where w = (w1, w2, w3, w4) is the weight vector
(each wk > 0 and they sum to one)
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Copyright 2014 American Medical Association. All rights reserved.

The ADNI battery does not include the FCSRT. In place of
the FCRST, we use Delayed Word Recall from the Alzheimer’s
Disease Assessment Scale–Cognitive Subscale36 to construct
an approximation of the proposed ADCS-PACC. To more closely
reflect the inclusion criteria for the A4 study, we exclude ADNI
participants with Delayed Recall scores greater than 15 on the
Logical Memory IIa subtest.

Australian Imaging, Biomarkers, and Lifestyle Flagship Study
of Ageing
The Australian Imaging, Biomarkers, and Lifestyle Flagship
Study of Ageing (AIBL) is a longitudinal biomarker cohort
study,37 similar to ADNI. We used the same PiB threshold to
determine Aβ positivity (PiB SUVR > 1.5). The AIBL battery also
does not include the FCSRT, so we use delayed recall from List
A of the California Verbal Learning Test38 to construct the com-
posite in the analysis of AIBL data.

ADCS Prevention Instrument Study
The ADCS Prevention Instrument (ADCS-PI) study was a 4-year
study of cognitively normal individuals 75 years of age or older
to assess potential outcome measures for future prevention
studies.16,30 The ADCS-PI study used New York University
Paragraphs,39 instead of Logical Memory, and the Modified Mini-
Mental State Examination,40 instead of the MMSE. The study
data do not include CSF or PET measures of amyloid level. There-
fore, as a proxy for Aβ status, we use the presence of at least 1
APOE-ε4 allele, although this is less predictive of decline than
Aβ markers.26 We also compare participants who were CDR-G
stable with those who were CDR-G progressors. This last group
definition is based on postbaseline progression data and is bound
to demonstrate larger group differences than the other analy-
ses based on baseline covariates only. However, this analysis of
postbaseline progression puts the scale of the composite in per-
spective relative to clinically meaningful CDR-G change.

Figure. MMRM Estimates of Composite Change From Baseline in the ADCS-PACC
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The models assume heterogeneous compound symmetric covariance structure,
which allows for a different variance per visit and for a single correlation
parameter. Age and composite score at baseline are included as covariates. The
dashed line indicates the hypothesized minimum treatment benefit that can be
detected with 80% power, a 5% α level, and the indicated sample size and
attrition. The shaded regions depict 95% CIs. Group differences are significant

at P < .05. ADCS-PACC indicates Alzheimer’s Disease Cooperative Study
Preclinical Alzheimer Cognitive Composite; AIBL, Australian Imaging,
Biomarkers, and Lifestyle Flagship Study of Ageing; CDR-G, global Clinical
Dementia Rating; MMRM, mixed model of repeated measures; and
PI, Prevention Instrument.
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Aβ group profiles and the smallest detectable effect, δ, based on AIBL with MMRM assuming 80% power, 5%

two-sided α, 3 year trial, n=500 per group, and 30% attrition. (Donohue, 2014) 5 / 15
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Optimization of w

We can “optimize” w according to any objective function.

We explore:
1 Minimize minimum detectable δ as a percentage of Aβ group

difference
2 Logistic regression weights from a model to discriminate

Aβ+ from Aβ−

Note:
1 Optimization comes at the price of simplicity & face validity
2 Available natural history data provide no info regarding

treatment effects on components
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Why validate?

Testing the procedure on the data that gave it birth is almost
certain to overestimate performance, for the optimizing process
. . . will have made the greatest use possible of any and all
idiosyncrasies of those particular data. . . As a result, the procedure
will likely work better for these data than for almost any other data
that will arise in practice.

Mosteller & Tukey (1977). Data analysis and regression: a second course
in statistics. p. 37
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“External” validation

A4 & EARLY AIBL (ŵ) NA-ADNI J-ADNI ADCS-PI
PET/CSF PET PET/CSF ApoEε4 CDR-G
MMSE MMSE (6%) MMSE 3MSE
FCSRT CVLT (55%) ADAS-COG FCSRT
LM LM (35%) LM NYU
Digit Digit (5%) Digit Digit
δ (equal ŵ) 33% 42% (year 2) 35% 48% 14%
δ (logistic ŵ) 27%∗ † 54% 95% 15%

∗ The minimum possible δ was 25%, but this required weighting
Digit Symbol in the wrong direction.

† The AIBL-optimized PACC was not significantly different at any visit in
ADNI, while the original was significant only at year 2.
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5×3-fold cross-validation
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We split the sample up into 3 non-overlapping sub-samples of size n/3 which
take turns as the validation set (red), leaving the remaining sample (blue) for
training set. In our case, weights are optimized on each training set and
out-of-sample perfomance (e.g. δ) is assessed on validation sets. This was
repeated 5 times with random permutations of the data.
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Median/range of optimized weights across 15 training sets
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Median/range of minimum δ across 15 validation sets
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Limitations of validation

Limitations of “external” validation:
• expensive to collect new data
• existing data is never ideally matched

(populations or components)
Limitations of cross-validation:

• mere simulation of real-world replication
• sub-samples may not be sufficient size for

training and/or validation steps
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Limitations of optimization

• If sample size is insufficient for cross-validation, then it is
insufficient for optimization

• Natural history data provide no info regarding treatment
effects on components

• Optimization comes at the price of simplicity & face validity
• Optimization should only be considered if there is a

convincing rationale and it can be validated.
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Summary

• Both MMSE and Digit Symbol were consistently
down-weighted by optimization, however down-weighting did
not reliably improve composite performance.

• MMSE has good face-validity as a global assessment and has
demonstrated sensitivity to preclinical decline (Amieva, et al
2008).

• Digit Symbol has good face validity as a measure of executive
function.

• Component weight optimization does not (yet?) yield reliable
improvements in power to detect treatment effects in
preclinical AD clinical trials.

14 / 15



Components Optimization Validation Results Summary

Acknowledgements

• Chung-Kai Sun, Rema Raman, Philip Insel, Niklas Mattson,
Beth Mormino, Reisa Sperling, Paul Aisen

• Study teams and participants of the ADCS-PI, NA-ADNI,
J-ADNI, and AIBL studies.

Poster P3-034 on Tuesday

15 / 15


	Components
	Optimization
	Validation
	Results
	Summary

